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ABSTRACT
Cloud incident response can be daunting, requiring a plethora of tools and skills, and while most cloud-based startups can’t 
allocate budget for preventive controls, there is less space for them to understand what to do if they are hacked.

That’s why I created Dredge, an open-source framework designed to streamline cloud incident investigations, by allowing 
cloud engineers and incident responders to execute non-trivial response tasks effortlessly, irrespective of their familiarity 
with specific cloud platforms or incident response tactics.

The main idea is to empower engineers to respond to attacks no matter what preparation they have had, taking advantage of 
most of the out-of-the box security features cloud providers offer but not everybody is aware of – such as being able to 
retrieve a forensic image from a running server or getting logs that they didn’t know they had.

The following are some key features that differentiate Dredge from existing tooling:

- 	Python-based CLI.

- 	Retrieve logs seamlessly from GitHub, Kubernetes, AWS, GCP or Azure.

- 	Take action: whether it’s blocking an IP in an AWS tenant, disabling an AccessKey, isolating an EC2 instance, or 
strategically extracting crucial post-compromise user data.

- 	Identify tactical misconfigurations that can be exploited by an attacker.

- 	Create an attack timeline based on IOCs.

- 	Analyse retrieved data effortlessly within a terminal, utilizing built-in capabilities from VirusTotal and Shodan.

- 	Cloud incident response guidelines for companies to embrace and build their playbooks.

TECHNICAL CONCEPTS

AWS technical concepts

CloudTrail logs

Amazon CloudTrail is an AWS service that allows monitoring, logging, and retaining actions performed in the account or 
organization. CloudTrail provides details of executed API calls, including the identity of the actor, the timestamp, the 
source IP address, the request parameters, and the response.

In AWS, an API call is an invocation of a function or command using the AWS Management Console, the CLI, or the AWS 
SDKs (Software Development Kits, such as Boto3). API stands for Application Programming Interface and allows 
applications to interact with each other.

When you interact with an AWS service, such as creating an EC2 server or uploading a file to an S3 bucket, you are 
essentially making an API call. CloudTrail logs those API calls.

CloudTrail is not enabled by default, but there are some alternatives that we will see in the following sections.

Figure 1: CloudTrail console.
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Figure 2: CloudTrail logs in S3 bucket.

As you can see, the logs are stored within a folder structure inside the bucket that follows the following scheme:

AWSLogs/{account number}/CloudTrail/{region}/{year}/{month}/{day}/log.json.gz

To view these logs, we have several alternatives:
1.	 Download them
2.	 Integrate them with a third-party solution like a SIEM
3.	 Implement a structure with AWS services (Glue + Athena to be covered later)
4.	 Export and view them in CloudWatch (to be covered later)

Event history logs
Event history also stores AWS API logs, but is simpler to use; we can view the account logs directly from the AWS console:

Figure 3: Event history allows us to view account logs from the AWS console.
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The complexity begins when we need to visualize logs from multiple different accounts, for which we might want to use 
the API.

Figure 4: Getting API logs using AWS event history API.

GitHub technical concepts
Obtaining GitHub logs can present several challenges. First and foremost is the issue of access permissions, as repository 
owners control who can view and retrieve logs. Moreover, GitHub’s rate-limiting policies can also hinder extensive log 
retrieval, making it crucial to use pagination and efficient querying. 
Additionally, Audit Log Git events REST API and export capabilities are generally only available for GitHub Enterprise 
Cloud customers – the requirement for a premium subscription to access the GitHub API for log retrieval adds a cost 
barrier for some users. 
It’s also important to note that there are differences between the data accessible through the web management interface and 
via the API, as certain log details may only be available through direct API access. 
GitHub provides several types of logs to help users monitor and analyse various aspects of their repositories and activity. 
Some of the common GitHub log types include:

1.	 Audit logs: these logs track actions taken within an organization, helping to monitor and audit user and system 
activities.

2.	 Access logs: access logs record who has accessed a repository or organization, providing information on who 
viewed or interacted with the content.

3.	 Error logs: error logs contain information about errors and issues that occur within the GitHub platform, aiding in 
troubleshooting and issue resolution.

4.	 Commit logs: these logs document changes made to a repository, including details about commits, branches and 
pull requests.

5.	 Deployment logs: deployment logs track the status and history of deployments, which is essential for managing the 
deployment process.

6.	 Workflow run logs: GitHub actions and workflows produce logs that capture the details of workflow runs, 
including build and test results.

7.	 Issue and pull request logs: these logs provide information about issues and pull requests, including comments, 
status changes, and assignments.

8.	 Security logs: security logs offer insights into security-related events, such as vulnerability scanning and alerts.
9.	 Traffic logs: traffic logs record traffic data for a repository, helping to understand the popularity and usage of the 

repository’s content.
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Figure 5: Getting GitHub logs from management plane.

Access token creation
To get audit logs from the API for an organization, we need to create a user access token that requires read:audit_log 
permissions. Admin:org is not needed, despite what the documentation says.

Figure 6: Getting audit logs.

By default, GitHub does not display the source IP address for events in your organization’s audit log.
GitHub displays an IP address for each event in the organization audit log that meets the following criteria:

•	 The actor is an organization member or owner
•	 The target is either an organization-owned repository that is private or internal, or an organization resource that is not a 

repository, such as a project.
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Query logs from the API
1.	 Example for enterprises:

curl --include -H "Authorization: Bearer {TOKEN}" \ --request GET "https://api.github.com/
enterprises/{your-enterprise}/audit-log??include=all&per_page=50"

2.	 Example for organizations:
curl --include -H "Authorization: Bearer {TOKEN}" \ --request GET "https://api.github.com/
orgs/{your-organization}/audit-log??include=all&per_page=50"

The ‘?include=all’ is important to get every request, like Clones for example, which are not shown in the web interface.

Kubernetes technical concepts
In a Kubernetes environment, logs refer to the recorded events and messages generated by various components and 
applications running within the cluster. Kubernetes provides a centralized logging mechanism that allows you to collect, 
store, and analyse logs from different sources, including pods, containers, and control plane components. Logs are essential 
for understanding the behaviour and performance of your applications, diagnosing issues, and monitoring the health of your 
Kubernetes infrastructure.

1.	 Container logs: these logs contain the output and error messages generated by individual containers running within 
a pod. They provide insights into the application’s behaviour, including status, events, and any issues encountered 
by the container.

2.	 Kube-apiserver logs: the kube-apiserver logs record activities and events related to the Kubernetes API server. 
These logs are crucial for monitoring API requests, authentication, authorization, and any errors or warnings related 
to the API server’s functionality.

3.	 Kube-controller-manager logs: the kube-controller-manager logs capture information about the Kubernetes 
controller manager. These logs provide details on various controllers, including node controller, replication 
controller, endpoint controller, and others. They help monitor the behaviour and health of controller processes.

4.	 Kube-scheduler logs: the kube-scheduler logs contain information about the Kubernetes scheduler, which assigns 
pods to nodes based on resource requirements, affinity rules, and other constraints. These logs provide insights into 
the scheduling decisions made by the scheduler.

5.	 Kube-proxy logs: the kube-proxy logs capture events and activities related to the Kubernetes network proxy 
running on each node. These logs provide details on network routing, load balancing, and any errors or warnings 
related to the proxy’s operation.

6.	 Ingress controller logs: if you are using an Ingress controller for managing external access to your cluster, the logs 
from the Ingress controller provide insights into the routing, load balancing, and SSL termination processes for 
incoming traffic.

7.	 Application logs: these logs are specific to your applications running within Kubernetes pods. They capture 
application-specific events, errors, and informational messages. Application logs are vital for monitoring application 
behaviour, diagnosing issues, and troubleshooting application-level problems.

Figure 7: EKS logging configuration.

DREDGE
Dredge is a tool designed to identify and respond quickly to attacks in cloud environments, particularly when one is not 
adequately prepared.
With Dredge, you can quickly gather logs from cloud providers and SaaS services such as AWS, Azure, GitHub, etc. It is 
intended to abstract forensic analysis from the specific technical knowledge of cloud environments, allowing for a rapid 
response in the event of an attack.
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It is also equipped with a set of detection rules that enable the analysis of collected events in search of TTPs (tactics, 
techniques and procedures) or IOCs (Indicators of Compromise) in a practical and user-friendly manner.

Features

Key features
- 	Python-based CLI
- 	Retrieve logs seamlessly from GitHub, Kubernetes, AWS, GCP or Azure.
- 	Take action: whether it’s blocking an IP in an AWS tenant, disabling an AccessKey, isolating an EC2 instance, or 

strategically extracting crucial post-compromise user data.
- 	Identify tactical misconfigurations that can be exploited by an attacker.
- 	Create an attack timeline based on IOCs.
- 	Analyse retrieved data effortlessly within a terminal, utilizing built-in capabilities from VirusTotal and Shodan.
- 	Cloud incident response guidelines for companies to embrace and build their playbooks.

Log collection features
•	 AWS - EventHistory
•	 AWS - GuardDuty
•	 AWS - CloudTrail (S3)
•	 AWS - VPC Flow logs (S3)
•	 AWS - Load Balancer (S3)
•	 AWS - WAF logs (S3)
•	 GitHub - Audit logs
•	 Kubernetes - Logs
•	 Kubernetes - Pod logs

Cloud status features
•	 AWS - IAM user list
•	 AWS - IAM access keys
•	 AWS - Lambda functions
•	 AWS - EC2 instance data
•	 AWS - RDS
•	 AWS - EKS
•	 AWS - S3 buckets, public buckets and public objects
•	 GCP - API logs
•	 GitHub - Audit logs

Threat hunting features
•	 IOCs search
•	 Custom rules creation
•	 Shodan integration
•	 VirusTotal integration
•	 AWS API call timeline creation
•	 AWS threat hunt (IP, IAM User or Access Key Id)
•	 Dangerous AWS API calls hunt

Incident response features
•	 AWS - Delete IAM user
•	 AWS - Disable AccessKey
•	 AWS - Remove logging profile
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•	 AWS - Network isolate EC2 instance
•	 AWS - Get forensic image from EC2 instance volume
•	 AWS - Get Lambda env vars
•	 AWS - Make a bucket private
•	 AWS - Make an object private

Setup

Installation
1.	 Clone the repo
2.	 Install python3 requirements

a.	 pip3 install -r requirements.txt
3.	 Use cloud provider credentials

Figure 8: Example using AWS credentials.

4.	 Start
a.	 python3 dredge.py --help

Setting up config file
1.	 Specify dates, keeping in mind that EventHistory logs can take a long time to retrieve. Try to be specific.

Figure 9: Specify dates.

2.	 Define the AWS configs:
a.	 Profile_region is the profile for AWS authentication.
b.	 Regions are those needed for log retrieval if a multi-region strategy is in place.
c.	 You can specify multiple profiles to get logs from different accounts.

Figure 10: Define the AWS configs.

3.	 Configure the config file.
a.	 Set ‘enabled: True’ for the log sources you want to analyse.
b.	 For logs stored in S3 buckets (LB | WAF | VPC | CLOUDTRAIL) you must specify the bucket name.

Figure 11: Configure the config file.



DREDGE – AN OPEN-SOURCE CLOUD DFIR KIT  ABASTANTE

9VIRUS BULLETIN CONFERENCE OCTOBER 2024

4.	 For GitHub logs, you need to specify:
a.	 Organization or enterprise name
b.	 Access token
c.	 Set enabled true

Figure 12: Configure the config file for GitHub logs.

5.	 Execution

Figure 13: Execution.

Figure 14: Full config file example.
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Usage examples
The following figures illustrate some Dredge usage examples.

Figure 15: Cloud status list S3 buckets.

Figure 16: Log collection get Event History logs.
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Figure 17: Get GuardDuty events.

python3 dredge.py lr aws --profile <demo-env> --region <sa-east-1> --log s3 --target 
<solidarity-demo-alb-access-logs>

Figure 18: Log retriever get logs from S3 bucket.
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Figure 19: Threat hunting analyse with VirusTotal.

Figure 20: Incident response network isolate an EC2 instance.
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